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Problem:
Kill or stunt plant growth.

Small animals stuck in small bottles and
starve to death.

Birds, small animals and water creatures
eat or get tangled in plastic bags or plastic
6-ring holders.



How the problem has
been previously solved 

1) Litter Detection with Deep Learning: A
Comparative Study:

YOLO-v5s proved to be the most promising approach
to be run on mobile devices

No segmentation was performed, only based on object
detection

2) A Multi-Level Approach to Waste Object
Segmentation:

Using the TACO dataset deeplabv3 performed well 

Introduced their dataset MJU which is an indoor dataset consisting
of RGBD images

Here they used TACO-1 where all classes where combined into
1 class only called ‘litter’. Segmentation was performed.

Literature:



3) Instance Segmentation of Multiclass Litter and Imbalanced Dataset Handling –A Deep
Learning Model Comparison: 

DetecroRS performed better but it demands more GPU than Mask R-CNN

Literature: How the problem has
been previously solved 

Our Solution



Dataset :
MJU Dataset UAVVASTE TACO

772 images and 3716 annotations 1500 images with 4784 annotations 2475 images and 2532 annotations



TACO: Trash Annotations in Context

1500 images with 4784 annotations (avg 3.19 object per images)

This dataset labeled its images under 60 categories corresponding to 28 super categories

is open-source, and anyone could help in labelling

The format of theannotations isprovided inCOCO format

Dataset :



COCO Format:

Dataset :



COCO Format:

Categories

There are 6 categories with 3 or fewer
image representations, namely pizza box,
polypropylene bag, battery, other plastic
cup, carded blister pack, and plastified

paper bag. 

Dataset :



 Grouping
methodsGrouping:



Model: Object Detection and
Segmentation



Model: Object Detection and
Segmentation

R-CNN Fast R-CNN



Model: Object Detection and
Segmentation

Faster R-CNN Mask R-CNN



Model:



Install:

Register dataset:

Create Dataset Dict:

Metadata:

Model:

The division was 80% training, 10% validation and 10% testing. Before that we kept 50 images on the side for inference.



Model:



Model:

Custom Augmentation using detectron2: ERROR



Area Under the Precision-
Recall Curve(AUC-PR)

evaluated at α IoU threshold

AP50 and A75 then they just
mean AP calculated at IoU=0.5

and IoU=0.75

Calculated individually for each class

Metrics:
Intersection over Union

(IoU)

Degree of overlap between the ground(gt)
truth and prediction(pd)

ranges between 0 and 1

Average Precision Mean Average Precision
(mAP)



 
segm

AP AP50 AP75 APs APm APl

Group
  1

Model 1 6.666 9.972 6.933 1.334 5.070 10.376

Model 2 7.789 11.280 7.800 1.175 3.884 11.530

Group
  2

Model 1 18.018 24.856 19.339 2.163 6.429 21.844

Model 2 19.997 28.186 19.536 1.651 8.571 23.305

Group
  3

Model 1 40.114 54.666 43.881 3.607 18.866 56.331

Model 2 39.832 53.365 43.374 2.067 19.057 55.992

 
bbox

AP AP50 AP75 APs APm APl

Group 1 Model 1 6.851 10.093 7.881 2.555 5.277 9.810

Model 2 8.269 12.224 8.743 1.804 4.662 11.263

Group 2 Model 1 18.188 25.321 20.742 3.322 6.638 21.458

Model 2 20.831 28.212 24.407 2.830 10.856 23.078

Group 3 Model 1 40.656 54.591 45.149 7.997 21.529 56.021

Model 2 40.149 53.437 44.287 4.453 21.693 55.010

Results:

Model 1: 
Mask-RCNN_R_50_FPN_3x 

Model 2: 
Mask-RCNN_R_101_FPN_3x 



Deployment:
Create web apps for data
science and machine
learning in a short time

Compatibility

Simple to use



Deployment:

1) Upload Code to Github



Deployment:

Requirments.txt :



Streamlit Cloud:

Deployment:
Requirments.txt :



Deployment:
Solution: (Interesting Way)

Comment the detectronv2 line

Streamlit Starts Running:

Uncomment again the line

Streamlit Works:



Deployment:
Solution: (Boring Way)

Replace the line
Streamlit Works:



Deployment:
Error: App Crashing
after 3 trials

App is exceeding the
1GB resource limit

Hello again
old friend



Deployment:
Solution: Cache



Deployment:
Final App: Link:



Benefits :
This technology could

save on costs or
reduce expenses for

disposal

Increase the recycling
process efficiency thus

creating a better
environment 

Possible applications

Autonomous mobile robot
to detect, collect and recycle unwanted waste 

Automated waste recycling line 



Future Work:

Perform "Iterative Stratification" data splitting based on
annotations

Add more photos (test the idea of combining datasets)

Yolov7 segmentation

Mobile app (Yolov7s or tiny - D2GO - EfficientDet-B0....)



Team :

NABIL MIRI
ABDULRAHIM EL

MOHAMAD

MRAD SLEIMAN

Mentor




